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As generative AI gains attention, there's a growing need to run it on edge devices. EdgeCortix, a
Japanese startup founded in 2019 by Sakyasingha Dasgupta, addresses this need with its
SAKURA-II AI accelerator, offering 60 TOPS of AI processing performance and 8W power
consumption. Generative AI models are larger and more complex than traditional machine
learning models, making it challenging to ensure sufficient processing performance on edge
devices. EdgeCortix, headquartered in Tokyo with an R&D center in Kawasaki, is a major player
in the edge AI accelerator market.

EdgeCortix specializes in developing efficient AI accelerators and software for edge devices. In
April 2023, they launched their first AI accelerator, SAKURA-I, with 40 TOPS of AI processing
performance. However, the rise of generative AI like ChatGPT highlighted the need for more
powerful AI accelerators. In response, EdgeCortix released SAKURA-II on May 22, 2024, with
60 TOPS performance and 8W power consumption, optimized for generative AI models such as
Llama2 and Stable Diffusion. Tim Vehling, EVP of Global Sales, noted the importance of
supporting mixed-precision models and high memory bandwidth to meet the demands of edge
generative AI.

https://monoist.itmedia.co.jp/mn/articles/2406/19/news075.html


EdgeCortix's core technology includes the DNA (Dynamic Neural Accelerator) architecture,
which reconfigures compute engine connections at runtime, and MERA, a compiler supporting
various AI frameworks. SAKURA-I and SAKURA-II AI accelerators align with this platform.
MERA supports DNA and major processor architectures like Arm, Intel, AMD, and RISC-V,
enabling heterogeneous processing. Renesas Electronics has invested in EdgeCortix, utilizing
MERA in its AI products.

The second-generation DNA and MERA have been optimized for SAKURA-II, manufactured
using TSMC's 12nm process. Memory bandwidth is increased to 68GB/s, making SAKURA-II
capable of handling generative AI models. MERA now integrates with HuggingFace for
transformer models.



SAKURA-II will be available in various configurations in the second half of 2024, starting at $249
for the 8GB M.2 module. Higher demand configurations include a potential four-chip PCIe card
with 240 TOPS performance and 272 GB/s memory bandwidth.
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