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EE Times Japan:

EdgeCortix Announces SAKURA-II: A Japanese-developed accelerator that can be used
for generative Al on embedded devices

6/14/2024

EdgeCortix, a Japanese startup focused on edge Al accelerators, introduced the SAKURA-II
platform, highlighted by its capability to implement both convolutional and transformer models
effectively. Showcased at the 8th Al Expo Spring in Tokyo Big Sight from May 22-24, 2024, the
SAKURA-II generative Al accelerator is tailored for embedded devices, supporting various Al
models from vision to large language models (LLMs) with high power efficiency. EdgeCortix
aims to advance the adoption of generative Al in embedded systems.
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EdgeCortix, founded in 2019 and based in Japan, provides a comprehensive offering of IP,
hardware, and software solutions. In April 2023, EdgeCortix launched its first Al accelerator,
SAKURA-I, followed by the newly developed successor, SAKURA-II. The new SAKURA-II
platform includes: DNA (Dynamic Neural Accelerator) IP, featuring a dynamically reconfigurable
processor architecture, the SAKURA-II Al accelerator integrated with DNA IP, the MERA
compiler and software framework, and M.2 modules and PCle cards equipped with these Al
accelerators.
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Tim Vehling, Executive Vice President of Global Sales at EdgeCortix, notes a shift in edge Al
towards transformer-based inference models, moving beyond CNNs like ResNet and YOLO to
meet growing demands for generative Al. EdgeCortix developed SAKURA-II in response,
available in M.2 and PCle form factors, achieving up to 60 TOPS with INT8 and 30 TFLOPS
with BF16 while maintaining low power consumption (8W for the Al accelerator chip, 10W for
the board configuration). This supports higher accuracy and efficiency, crucial for edge Al
applications. SAKURA-II interfaces with DRAM at a peak bandwidth of 68 GB/s, significantly
enhancing performance for edge Al tasks, especially with increasingly complex Al models.
EdgeCortix's MERA software framework supports a wide range of models, including large
language models (LLMs) and new transformers, tailored for optimal edge Al efficiency.

SAKURA-II Deployment Platforms:

M.2 Modules PCle Cards
Ideal for Standard PCle form factor
o  Space-constrained designs Single Dual
SAKURA-II Single SAKURA-II Single SAKURA-II Two SAKURA-II
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PCle Interface Gen 3.0 x4 Gen 3.0 x8 Gen 3.0 x8/x8 (bifurcated)
O M.2 Key M 2280 Low profile, single slot PCle cards
Specifications D6 Height Provided with half- and full-height brackets

(3-2mm top, 1.5mm bottom) and selectable active or passive heat sink

At the exhibition, EdgeCortix demonstrated the capabilities of SAKURA-I with several impactful
demos. Firstly, using the YOLO v5s model, a single SAKURA-I processed object detection from
video feeds of 16 cameras at 500 frames per second (fps), consuming 8.2W. Secondly,
SAKURA-I employed the ABPN model to enhance video resolution from 360x640 to 1080x1920
in real-time, achieving a threefold increase in clarity. Lastly, SAKURA-I ran multiple Al models
simultaneously, including YOLO v5m for object detection and mono Depth for depth estimation
from RGB and thermal cameras, showcasing its multi-model processing capability efficiently
managed by MERA.
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Summary prepared by EdgeCortix.
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