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Our Mission

Strategic Partnership with Renesas in Al Acceleration

Across Microcontrollers & Microprocessors

RRENESAS
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To deliver cloud-level performance : B——
at the edge, with orders of magnitude EDGEC®RTIX. rnee
o - Oct 2q23 . . '
better energy efficiency and processing speed, Renesas Intets I EdgeCortxas part o $20M

Funding PR Press Release
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Sept 2022

Renesas announces RZ/V will use MERA in DRP-AI.
RZ/V Press Release

drastically-reducing customer operating costs.

July 2022
We are pioneering-the future of the connected S
intelligent edge with a Software-driven since 2021
Edge Artificial Intelligence (Al)*Platform EdgeCortix is headquartered in Japan,
with offices in USA, Singapore and India
Backed By Among

Founded Global 20*
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ARTIFICIAL
INTELLIGENCE

GENERATIVE Al
00000

A NEW-AGE CREATOR
AND DISRUPTOR

Hi ChatGPT

Hello! How can | assist you today?

What do you think of a TIME cover story
with the title, “The Al Arms Race Is
Changing Everything?”

As an Al language model, | don’t have
personal opinions or beliefs, but | can
provide some context and information on
the subject.

“The Al Arms Race is Changing
Everything” could be an attention-grabbing
and thought-provoking title for a cover
story on Al A cover story in a widely-read
publication like TIME could help raise
public awareness about the potential risks
and benefits of this trend, and stimulate
discussions on how to ensure that Al is
developed and deployed in a responsible
and ethical manner.

It's important to note that the title of

Image source: https://www.purpleguarter.com/generative-ai=new-age-creator-disruptor/all-about-tech/
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Moving into a System Scaling Era of Beyond Moore. Is this enough ?
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Artificial Intelligence Computing Demand vs Moore’s Law
Generative Al Driving a Hyper-exponential Demand in Computing: > 100x vs Moore's

Training FLOPs Scaling for SOTA CV, NLP, and Speech Models
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Recent Models like
GPT-4 uses 1 Trillion

Paramters or more ..

GPT-4

GPT-3
175,000,000,000 100,000,000,000,000
EDGECORTIX.
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Overcoming the Memory Wall of Al Processing
Memory is now a fundamental performance and energy bottleneck for Al Processing

www.edgecortix.com
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Not Just Performance, Need for Higher Energy-Efficiency

Need orders of magnitude improvements in Al processor performance/watt

www.edgecortix.com

GPT-4 Carbon Footprint

ES?GPT_4 ~ 6912 Metric Tons
C0, emissions
for GPT-4
~ 1300 homes for
C02
per capita one year
—

Environmental Impact of Select Machine Learning Models, 2022
Source: Luccioni et al., 2022 | Table: 2023 Al Index Report

Number of Datacenter PUE Grid Carbon Power
Parameters Intensity Consumption

Gopher 2808 1.08 | 330 gC0O2eq/kWh 1,066 MWh
BLOOM 176B 120 | 57 gC02eq/kWh 433 MWh
GPT-3 1758 110 | 429 gC02eq/kWh 1,287 MWh
OPT 1758 1.09 | 231gC02eq/kWh 324 MWh

POWER

Semiconductor Design Goal
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Enable High Performance, Low Power Processing at the Edge
Reduce Expensive Data Movement by Moving more Al Processing to the Site of Data Creation

Highdata _ Lowdata

7 4 Z B volume ~  volume
Consumer Enterprise Telecom Cloud Al Enterprise core

edge edge edge (data center) (appliance)

Data generated at the edge! Alcores Mixture of ceu,cru, i cpu ey, CRUIGRU;

as part of Al cores and some FPGA FPGA, and some FPGA
“system standalone ASIC
on a chip” ASIC

o application
o processor

Of enterprise-generated data created
and processed at the edge by 20252

+$80B

Edge Al market?

Al on LARVE]
edge device connectivity

Sources: 'IDC annual estimate for 2025 2Gartner 3IDC
Source: Deloitte analysis.
Deloitte Insights | deloitte.com/insights
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Breakthrough Efficiency with Al Domain Specific Accelerators

CPUs: Lots of design flexibility, but highly inefficient and
100X not optimized for Al applications
PEAK PERFORMANCE/WATT Al Accelerators : - .
S R ————— /WATT ____ AlA« GPUs: High performance at low efficiency and higher
E Exploiting architectural innovations and power consumption
S system scaling combined with software
= first design for orders of magnitude Al Accelerators: Tailor fit architecture for highly energy-
L efficiency optimization. efficient edge Al processing
:reserve @ _%]] Hig.h.Energy-
ccuracy I Efficiency
D SOFTWARE 2.0 — GENERAL FLEXIBILITY
www.edgecortix.com © 2024 EDGECORTIX. ALL RIGHTS RESERVED. EDGECORTIX. ¢



Software Driven Unified Platform Delivering Highest Efficiency
Combining our Al Accelerator with Flexible Software to Deploy Power Efficient Solutions

ERA

EdgeCortix MERA

Industry first software
platform enabling
Al inference across
Heterogeneous systems

Unique Software

.

Proprietary Architecture

Dynamic Neural
Accelerator Technology

Domain-specific
Highly-configurable
Architecture
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EdgeCortix SAKURA

High Performance
Low-Power

Generative Al Ready
Effectively handles multi-billion
parameter models

Efficient Hardware

Deployable System Solutions

Accelerator Modules
& Boards

Up to 240 TOPS on board

Powered by the latest SAKURA
Al Accelerators

EDGECORTIX. 10



Enabling Low-power Generative Edge Al Across Markets

Computing (MEC)

www.edgecortix.com

Smart Retail

Security Autonomous Vehicles

Efficient Edge Al Processing

Segmentation

Defect Identification
Obstacle Avoidance
Signal Processing /MEC

Natural Language Processing
Object Recognition
Person Recognition

o
o
o
Al enabled RAN °
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Aerospace & Defense
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With Next-gen SAKURA:

Shaping the future of | |
Energy-efficient ‘ i
Generative Al At the Edge @ M Block

Perceiver : T
Resampler I @ GATED XATTN-DENSE

|

This is .

Best-in-class Performance Efficiency

Low performance, high power = High performance, high power

Vision
High-End Encoder

GPU
Combination enables @

Training to Inference
Mid-Level Efficiency

GPU
SAKURA
Al Accelerator

Power
Consumption

Low End Al
Accelerator

g oy
)

Zone of High Efficiency: This is a chinchilla This is a shiba. Thisis .
Low performance, low power = High performance, low power They are mainly They are very
found in Chile. popular in Japan.
Performance
@ rPretrained and frozen
credit: deepmind.google @ Troined from scratch

during Flamingo training
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Delivering trustworthy solutions for the future of Al.

EDGECORTIX.

Pioneering the Future of Connected Intelligent Edge
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